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reconfiguration algorithm

SLA: spread(vM1, vM2)
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not

not an unpredictable situation,
an ISSUe



the reliability of
discrete placement constraints

« simulate a 256-server datacenter

e running 350 HA webapp (5,200 VMs)

o BtrPlace as the reconfiguration algorithm

o 4 reconfiguration scenarios that mimic industrial use case
e 100 instances per scenario



Studied

spread

among
splitAmong
maxOnline

singleResource
Capacity

constraints

replicas on distinct servers for fault
tolerance

DBs on a same edge-switch for a
fast synchronisation.

webapp split over 2 clusters
for disaster recovery

240 nodes online at maximum
to fit licensing policy

Reep resource for hypervisor
management operations
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horizontal elasticity
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server failure
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Scenario Violated Actions
SLAs

Vertical Elasticity
Horizontal Elasticity
Server Failure

Boot Storm
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Trading unreliable
discrete constraints ...

spread(VM[1,2])

o we addressed an
|~ assignment problem

forge| VM2

N1

N2




..forsafe
continuous constraints

we must address
"\, ascheduling problem
\\\




Contlnuous pIacement

Variables related to VM Management

chost Current host of the VM (constant)

c’nen  ccpu Current amount of memory and uCPU resources
allocated to the VM (constant)

c%? Time the VM may leave its current host

dhost Next host of the VM

d™", d°P*  Next amount of memory and uCPU resources to
allocate to the VM
dst Time the VM arrives on its next host

Variables related to server management

n4 Next state of the server

Variables related to action management

a* a® Times an action starts and ends, respectively
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the reconfiguration process
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continuous

N4 g N5
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Disallow movements between partitions
o Dasic knowledge of a reconfiguration process
o still anassignment problem



continuous

N4 g N5
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Disallow movements between partitions
o Dasic knowledge of a reconfiguration process
o still anassignment problem



discrete spread(VM[1,2]) ::= continuous spread(VM[1,2]) ::=
allDifferent (d705t, d3oS) A

allDzﬁerent(dhOSt dhOSt) dhost _ Cgost . altart > agnd A
dhost _ C?ost . agtcmf > aelznd

Disallow temporary overlapping
o require to know this may happen
e scheduling 101



discrete maxOnline(N[1..10], 7):: deta“ed hﬂOWIEdge Ofa
10 i
S <7 reconfiguration process
1=1

continuous maxOnline(N[1..10], 7)::=
[ 0ifnl=1

SChEdUIing 201 Vi € [17 10]7 ni = astt otherwise

harder to imagine, ot [ maz(T) ifn? =0
model & implement ny’ =
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Performance overhead

Solved instances
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o discrete restriction is not enough
o continuous restriction is a solution
o 3 different view on the problem

o challenging, but still possible to
implement



FFuture Work

o 3 broader range of constraints and objectives

o reducing performance overhead

e static analysis to detect un-necessary
continuous constraints

o controlled relaxation to handle hard situations



trPIace

ttp.l[ btl’p.lﬂl’la. [

open source, 20+ placement constraints,
demo, tutorials, everything for reproducibility


http://btrp.inria.fr

